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Abstract. A methodology for validating fire spread simulation systems using historical fire data is presented. The key
features of this methodology are (a) quantitative comparison between simulator-generated fire perimeters and fire

perimeters from an independently produced fire reconstruction at multiple time points during the fire, and (b) extensive
sensitivity analyses on simulation variables including simulation spatial resolution, weather, vegetation coverage and fire
behaviour model selection to determine the effect of each simulation input on the simulation output. The methodology is
demonstrated in a case study in which the ability of the AUSTRALIS high-performance wildfire simulator to replicate a large

wildfire inWestern Australia was examined. Simulation accuracy was found to be lower in extreme fire danger conditions
and exhibited under-prediction of the head fire rate of spread. This was caused by inaccuracies in at least one of wind speed
data, vegetation data or the fire behaviour model applied; however, the source of the inaccuracy could not be further

diagnosed with the available data. The gathering of accurate data during and after active wildfires would facilitate more
rigorous simulator and fire behaviour model validation studies as well as more accurate prediction of ‘live’ wildfires.
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Introduction

Predicting wildfire behaviour is an essential component of the
management of both planned and unplanned fires. In Australia
and other countries, empirically derived fire behaviour models
(FBMs) such as theMcArthur forest firemodel (McArthur 1966,

1967), Vesta (Gould et al. 2007) and Arid Heath models (Cruz
et al. 2010) are used by fire managers to manually estimate fire
front rate of spread and so predict the future fire perimeter. Fire

agencies in the USA (Finney and Ryan 1995) and Canada
(Tymstra et al. 2010) have increasingly used wildfire simulators
to more rapidly predict fire spread. Rapid automated fire pre-

diction permits the many variables that influence fire spread to
be quickly examined by changing simulator input parameters,
such as forecast wind speed and direction, to determine how

such changes influence fire spread.
A survey of fire spread modelling and simulation (Sullivan

2009a, 2009b, 2009c) classified fire spread simulators into
several groups. Physical FBMs subdivide the area or volume

of the fire into small cells and fire spread is simulated by
numerically solving equations governing heat transport, igni-
tion, combustion and fluid flow occurring within and between

cells (Sullivan 2009a). This type of simulator is exemplified by
WFDS (Mell et al. 2007) and FIRETEC (Linn et al. 2002).
Quasi-physical simulators also model physical processes, but

use simpler and more computationally tractable sets of rules
designed to reproduce the net effect of the physical processes at

some desired level of detail (Sullivan 2009a). Examples of

quasi-physical simulators are described in Sullivan and Knight
(2004), Santoni et al. (2011) and Achtemeier (2013).

Other simulators make use of empirical FBMs that predict
rates of fire spread based on observations of experimental fires

(Sullivan 2009b). Thesemodels are one-dimensional in that they
predict head fire rates of spread. In order to predict fire spread
over a two-dimensional landscape, simulators using rate-of-

spread models make additional assumptions about fire shapes,
the most common being that fires form elliptical shapes in
uniform fuel and under constant wind. Given head fire rates of

spread and a fire shape assumption, there are two commonly
used approaches to computing spread across the landscape
(Sullivan 2009c). Simulators using the Huygens’ wavelet

principle represent the current fire perimeter as one or more
curves that are updated by calculating spread of a small point fire
at points along the curve and then calculating the new curve as
the area enclosing each of these small fires. FARSITE (FINNEY

2004), PROMETHEUS (Tymstra et al. 2010) and SIROFIRE/
PHOENIX (Coleman and Sullivan 1996) use this approach. In
contrast, the grid-based approach subdivides the landscape into

discrete cells, and the time taken for the fire to propagate from
each burning cell to its neighbour is calculated using an empiri-
cal fire behaviour model, the distance between cells and the

current wind speed and direction. The time taken for the fire to
arrive at any cell in the landscape is then the shortest time for the
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fire to travel from the ignition cell(s) to the target cell along any
possible path. The earliest simulator of this type was created by
Kourtz and O’Regan (1971), who identified several important

issues regarding the representation of the landscape as discrete
cells. FSPRO (Finney 2002), FIRESTATION (Lopes et al. 2002) and
the AUSTRALIS simulator (Johnston et al. 2008) examined in this

study make use of this method.
Although wildfire simulators allow fire spread to be rapidly

predicted and made available to fire, the accuracy of such

simulators needs to be validated. Validating a wildfire simula-
tor poses significant challenges including a scarcity of accurate
fire progression data for real wildfires; the large number of
variables, parameters and modelling assumptions involved;

and the cumulative effect of errors, particularly when simulat-
ing large-scale fires. As a result, validation exercises have
generally been restricted to smaller fires, in the order of tens

and hundreds of hectares (Finney 1994; Finney and Ryan 1995;
Perry et al. 1999; Miller and Yool 2002; Arca et al. 2007;
Filippi et al. 2014).

Fire spread simulators form the core of fire simulator

systems, consisting of (a) input datasets describing weather at
the fire front, topography, vegetation, fuel load data and other

determinants of fire spread, (b)mathematicalmodels of physical
phenomena such as rates of spread, fire shapes and rates of fuel
accumulation, and (c) simulation software algorithms that apply
the FBMs to the input data. Any of these components may

introduce error into the output predictions. First, input data are
subject to inaccuracy. For example, spatial boundaries in vege-
tation maps have limited precision and may have changed since

the map was generated; ignition times and locations are gener-
ally approximate; and the closest meteorological observations
may have been taken tens of kilometres from the fire site.

Second, mathematical models approximate real phenomena
based on a limited range of experimental and observational
data. Third, the simulation algorithm itself can potentially
introduce inaccuracy. For example, the AUSTRALIS simulator

partitions the environment into discrete cells with homogeneous
attributes such as vegetation, slope and aspect. If the spatial
resolution of the cell grid is coarse relative to the features being

modelled, the assumption of homogeneity is likely to be
inaccurate for many cells. Given the need for accurate wildfire
spread prediction these factors need to be quantified and

overcome – the rationale for this study.
The primary outcome of a simulator validation exercise is

an assessment of overall system accuracy; however, an impor-

tant secondary outcome is an evaluation of sources of error.
Validation exercises can thus indicate whether further dataset
gathering, fire behaviour model improvement, or algorithmic
development would most contribute to improved simulator

accuracy.
Rigorous validation of fire spread simulators should include a

quantitative geometric comparison of reconstructed and simulat-

ed fires at multiple time points during the fire. A study by Filippi
et al. (2014) evaluates four different measures for comparing
simulated and reconstructed fires. The time-dependent kappa

measure used in the current study is more sophisticated than
the final area kappa analysed in the Filippi study, with our
measure being closer to their proposed ‘Arrival Time’. Like
the Arrival Time measure, our measure penalises differences

in intermediate propagation speed even when the final burnt
areas agree.

In this study, we demonstrate a validation technique for any

fire spread simulator that predicts a fire front time of arrival
across the landscape by application to datasets from well-
documented historical fires.We give a detailed worked example

of the validation method via the application of one particular
simulator (AUSTRALIS) to a large-scale historical fire that
occurred near the Boorabbin National Park, Western Australia

(WA) in December 2007. Issues related to the availability of
suitable high-quality data from the fire front are discussed,
together with suggestions as to how this ‘data problem’ may
be overcome in the future.

Materials and methods

Validation of wildfire simulation

The validation technique presented in this paper proceeds as
follows:

1. Obtain the best available topographic, meteorological and
fuel data for a historical fire event; and reconstructed ignition
locations, final fire perimeter and intermediate fire spread

perimeters for as many time points during the fire as possible.
If the fire is long running and/or large, the period of the fire
can be broken into phases separated by periods of low fire

spread (e.g. overnight) or major changes in weather condi-
tions. This allows the accuracy of the simulator to be assessed
under a wider range of conditions, and prevents error in some
phases from propagating to later phases. Each phase should

contain multiple intermediate reconstructed fire perimeters.
2. Determine a baseline set of simulation inputs and parameters

that represents the best estimate of weather conditions and

fuel parameters (e.g. type, load, location). The fire should
then be simulated using the baseline settings to generate a
progression of simulated fire spread perimeters.

3. Quantitatively compare the level of agreement between the
simulated and reconstructed fire progression perimeters.

4. Conduct sensitivity analysis by repeating the baseline simu-

lation using alternative but plausible values of input vari-
ables to gauge how each variable might contribute to
simulation inaccuracy. Simulations should cover the entire
range of plausible values (based on experience and observa-

tions). Values should be evenly spaced for simplicity. This
approach provides qualitative information on the response to
the variable, such as whether increasing or decreasing the

parameter value increases or reduces simulation accuracy,
and on the comparative magnitude of the response (e.g. wind
speed causing a larger change than temperature). Sensitivity

analyses should also be performed over internal tuneable
simulation algorithm parameter settings such as cell sizes or
simulation time steps.

An overview of the validation technique is shown in Fig. 1.

The Boorabbin Fire

The Boorabbin Fire (28 December 2007–8 January 2008) burnt
,39,634 ha in the vicinity of the Boorabbin National Park,
adjacent to the Great Eastern Highway, WA (see Fig. 2).
Government reports on the Boorabbin Fire provided (i) a
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Fig. 2. The spatial extent of four phases of the Boorabbin Fire of 28–30 December 2007. Insets show: (a) the dominant vegetation communities

occurring across the fire site, and (b) the location of the Boorabbin Fire in Western Australia.
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Fig. 1. Overview of fire spread simulator validation technique.
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comprehensive assessment of the fuel and meteorological con-

ditions (Bureau of Meteorology 2008; de Mar 2008) and (ii) a
rigorous reconstruction of the fire perimeters by a fire behaviour
expert at time steps ranging from 15 min to 3.5 h (deMar 2008).

The climate of the fire site is semiarid with a mean annual
rainfall of,320 mm and a mean December rainfall of,14 mm
(Bureau ofMeteorology 2008). At the time of the fire therewas a
substantial rainfall deficit, with a total of 202.6 mm recorded for

2007. The closest official weather observatory was the Southern
Cross Airport Automatic Weather Station (AWS) (3181304400S,
11982101200E, elevation 347m above sea level), located,75 km

west of the fire’s ignition point.
The fire area was very flat with themajority of the whole area

studied (,15� 30 km) lying between 420 and 450 m above sea

level. Apart from the variation in vegetation noted below,
topography is believed to have little effect on the progress of
the fire. The fire site contains two plant communities with
markedly different fuel characteristics (de Mar 2008). The first

is eucalypt woodland dominated by Salmon Gum (Eucalyptus
salmonophloia), characterised by a sparse understorey layer and
low fuel continuity. The second is the semiarid, sand-plain heath

of the Goldfields region. This is distributed across the fire site
area as a heterogeneous mosaic of two major sub-types: ‘heath-
scrub’, containing shrub species of the genera Acacea, Hakea,

Grevillea and Callitris, and several Eucalyptus species of the
mallee form; and ‘tamma scrub’, dominated by species of the
genera Allocasuarina, Acacia and Melaleuca. Where heath-

scrub is characteristically open and patchy, tamma scrub is
relatively dense and continuous. In general, it was not possible
to identify which type of sand-plain heath community was
present in a particular area as the different types are indistin-

guishable in satellite imagery and vegetation maps of the area
combine the different heath communities into a single group.
The density, size and structure of fuel in the eucalypt woodland

are sparse,mostly coarse and arranged as dead branches and logs
on the ground. In contrast, fuel in the sand-plain heath, although
frequently discontinuous, is denser and arranged in a mature

elevated fine fuel complex containing a high proportion of dead
fine fuel. Due to these differences in fuel characteristics, the

heathlands are more fire prone and support a faster rate of

forward spread of fire than the woodland.
The first 3 days of the Boorabbin Fire were the most well

documented (28–30 December 2007). For the purposes of this

study, this period has been divided into four phases. An overview
of each phase is given in Table 1 and the area burnt in each phase
is shown in Fig. 2. Phases 2 and 3A begin when increasing
temperatures and decreasing relative humidity had reduced fuel

moisture values sufficiently to allow sustained fire spread.
In each of the four phases the burnt areas consisted predomi-

nantly of sand-plain heath (de Mar 2008). Comparison of pre-

and post-fire Landsat satellite imagery (captured 21 August
2007 and 16 March 2008) confirmed this observation. The
boundaries of the fire coincided well with the boundaries

between the sand-plain heath and the eucalypt woodland,
indicating that the spread of the fire was constrained by the
eucalypt woodland, even under extreme fire weather conditions.
Fire site inspection showed that the fire typically penetrated no

more than 50 m into woodland areas (de Mar 2008), with some
exceptions to this rule occurring in Phases 2 and 3A.

Fire spread simulations

Simulations of the Boorabbin Fire were generated using the
AUSTRALIS wildfire simulator, which implements the algorithm

described in Johnston et al. (2008). AUSTRALIS uses existing
empirically derived rate-of-spread models that predict head fire
rates of spread under constant weather and fuel conditions, and a

geometric algorithm to derive two-dimensional fire spread over
a heterogeneous landscape under time-varying weather condi-
tions. The geometric algorithm uses the standard assumption
that point ignition fires will develop into elliptical fire shapes.

AUSTRALIS employs a discrete event simulation technique
(Zeigler et al. 2000) that is based on partitioning the landscape
into a collection of two-dimensional cells and calculating the

propagation delay between an ‘ignited’ cell and each of its
‘unburnt’ neighbours. Each cell contains state information
(‘unburnt’, ‘ignited’, or ‘burnt out’) and several attributes rele-

vant for calculating propagation delay, including location, ele-
vation, slope and orientation, and fuel characteristics such as

Table 1. Summary of the four phases of the Boorabbin Fire simulated in this study

The date and time, total area burnt, meteorological conditions and indicators of fire weather severity are tabulated. Temperature, relative humidity and wind

speed for each phase are given as a range (min–max) andmean (in parenthesis) from observations taken at the Southern Cross Airport AWS, the closest official

automaticweather station to the fire site. ThemaximumFireDanger Index (FDI) and Fire Danger Rating (FDR) for each phase are also listed; differences in the

values of these indicators are solely due to variation in temperature, relative humidity and wind speed. WDT, Western Daylight Time; UTC, Coordinated

Universal Time

Phase 1 Phase 2 Phase 3A Phase 3B

Time (WDT; UTCþ9) 1200–2400 hours 1100–1900 hours 1100–2000 hours 2000–2400 hours

Date 28 Dec 2007 29 Dec 2007 30 Dec 2007 30 Dec 2007

Area burntA (ha) 2200 1950 10 000 3700

Meteorological conditionsB

Temperature (8C) 19–37 (31) 25–35 (32) 38–43 (42) 20–38 (28)

Relative humidity (%) 19–58 (30) 18–36 (24) 4–11 (7) 9–68 (41)

Wind speed (km h�1) 18–39 (27) 19–24 (21) 22–44 (34) 26–48 (37)

Fire weather severityB

FDI 28 20 104 47

FDR Very high High Extremeþ Extreme

Source: Ade Mar 2008; BBureau of Meteorology 2008.
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vegetation type and fuel load. In contrast to other cell-based
approaches to wildfire simulation in which cells are distributed

regularly, here the location of the cells is distributed semi-
randomly across the landscape in order to avoid a form of fire
shape distortion that results from using a regular partition, as
described in Johnston et al. (2008). The cell centroids are gen-

erated according to the Poisson disk distribution (Lagae and
Dutré 2008). The discrete cellular structure of the landscape
model is a potential source of simulation error that we assess as

part of this study.
To enable investigation of alternative fire spread shape

assumptions, the version of AUSTRALIS used in this study utilises

an algorithm where the fire shape is determined by the head fire
rate of spread and an independent length-to-breadth ratio
parameter, as shown in Fig. 3. Further, in this study each cell

was connected to additional, more distant neighbours in addition
to its immediate neighbouring cells, allowing arbitrary elliptical
fire shapes to be reproducedmore accurately (Schönfisch 1997).
This approach has been applied previously in fire spread

simulators using square (Lopes et al. 2002) and hexagonal
(Hernández Encinas et al. 2007) grids. For all simulations in
this study, cells were connected to neighbours up to eight

‘network hops’ away in the Delaunay triangulation (de Berg
et al. 2008) induced by the cell centroids.

Baseline simulation input data

Table 2 lists the baseline simulation input data sources and
simulation parameters. Hourly meteorological data input to the

simulator were obtained from the closest official weather station

(the Southern Cross Airport AWS). Elevation data were
obtained from the Shuttle Radar Topography Mission digital
elevation map of Australia, a raster with a spatial resolution of

,90� 90m2 (Farr et al. 2007).Most of the fire site had not been
cleared or otherwise altered for human use and the pre-European
settlement vegetation database forWAwas used. For each phase

of the fire the initial ignition times and locations were deter-
mined from the fire reconstruction (de Mar 2008).

The FBMs used in the simulations are listed in Table 3. As no

FBMs have been developed specifically for the type of sand-
plain heath present in the study area, all rate-of-spread models
that might be suitable for discontinuous heath vegetation in
Australia were examined. These were a semiarid heath model,

HE (the baseline setting) (Cruz et al. 2010); three mallee–heath
models, MH1–3 (McCaw 1997; Cruz et al. 2010); a shrubland
model, SH (Catchpole et al. 1998); and a spinifex model, HG

(Burrows et al. 2009). With respect to fuel characteristics, the
HE model is perhaps the best match for the two dominant types
of sand-plain heath occurring at the fire site; before the devel-

opment of HE the MH1 model was considered to be the most
appropriate match (de Mar 2008). A hummock grass fire
behaviour model, HG (spinifex), (Burrows et al. 2009) was also

evaluated. As spinifex was not present at the fire site, this fire
behaviour model was included not as a candidate model for the
fire site vegetation, but rather to examine how another fire
behaviour model developed for discontinuous fuels compared

with the candidate models. All areas containing eucalypt wood-
land usedMcA, the McArthur Mk 5 forest fire equations (Noble
et al. 1980; Sirakoff 1985).

Three FBMs (MH1, SH and HG) use 2-m wind speed values,
which were calculated according to U2¼ d�U10, where d is a
wind-reduction factor satisfying d, 1. The relevant wind-

reduction factors were 0.8 for HG and SH, and 0.71 for MH1.
The value d¼ 0.8 is an approximation used by convention for
bare terrain and is appropriate for spinifex (N. Burrows, pers.
comm.) and shrubland fuels less than 2 m high (R. Smith, pers.

comm.); d¼ 0.71 is appropriate for mallee–heath (McCaw
1997).

Measurements of fuel moisture were not available, so fuel

moisture was estimated from meteorological variables using
predictive models. For MH1, the suspended dead fuel moisture
Ms and the moisture of the deep litter layer Mdl were estimated

from temperature and relative humidity using a model for the
moisture content of the surface layer of a eucalypt litter bed
(McArthur 1967; Viney 1991), which has been found to approxi-

mate Ms and Mdl (McCaw 1997). For MH2, MH3 and HE,
suspended dead fuel moisture content Ms was estimated from
solar radiation, temperature, relative humidity and wind speed
using a tabular relationship developed for the meters (Cruz et al.

2010; Matthews et al. 2010). Clear sky solar radiation was
estimated from the time of day and latitude and longitude of the
fire site using the pysolar library.1

Other variables were set as follows. The heath-scrub vegeta-
tion present at the fire site was assessed from the photographs of
unburnt vegetation in the vicinity of the fire site contained in de

Mar (2008) for percentage cover score (PCS) and fuel hazard

Wind direction

Rate of backing spread

Rate of forward spread

c

b

a

r(i,j)

j

i

Fig. 3. The rate of spread r(i,j) between the centroids of cells i and j is

determined from the geometry of an ellipse, where the major axis of the

ellipse is aligned in the direction of the wind. The ellipse is uniquely

determined by specifying the parameters a (semi-major axis), b (semi-minor

axis) and c as follows: aþ c is the predicted rate of forward spread; a – c is the

rate of backing spread (and can be zero); and b is determined froma length-to-

breadth ratio. The rate of spread r(i,j) is determined from the length of the line

segment lying on the ray ij and bounded by i and the perimeter of the ellipse.

1Pysolar release 0.43. Available at http://pysolar.org/ (accessed 3 April 2012).
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score (FHS): the PCS was 1.5 and the FHS was 1.5. Height
values were also assessed from the photographs, giving shrub

height Hv¼ 1 m and overstorey height Ho¼ 2 m. The spinifex
fuel load variableFLSwas set to 7 t ha

�1, themean fuel load over
the HG model’s sample data (Burrows et al. 2009); spinifex

profile moisture contentMpwas estimated to be 18% (for Phases
1, 2 and 3B) and 14% (Phase 3A) (N. Burrows, pers. comm.).
The drought factor and grass-curing variables were set to 10 (the

maximum value) and 100% to reflect the antecedent drought
conditions at the time of the fire. Finally, the fuel load in
eucalypt woodland FLE was estimated as 4 t ha�1, due to the
very sparse understorey component.

Flank fire spread is related to fluctuation in the wind direc-
tion and the continuity of the fuel and can be modelled using
an appropriate length-to-breadth ratio. For sand-plain heath,

the length-to-breadth ratio was estimated as 12 : 1. This rela-
tively high ratio reflects the discontinuous nature of the fuel,

which inhibits flank spread. As far as the authors are aware, no
length-to-breadth relationships have been published for discon-
tinuous heathland fuels. The length-to-breadth ratio for eucalypt

woodland was 6 : 1 (Cheney 2010).

Measuring simulation accuracy: predicted vs.
reconstructed fire spread

The accuracy of the AUSTRALIS simulator at predicting the fire
spread progression of the Boorabbin Fire was measured as fol-

lows. At the conclusion of a simulation, AUSTRALIS output the
fire arrival time for each burnt cell in the cell grid. The duration
of each fire phase was divided into discrete time periods

Table 3. Fire behaviour models used to estimate rate of spread in AUSTRALIS simulations of four phases of the Boorabbin Fire, WA 2007

Listed for each fire behaviour is the type of vegetation to which the model applies, the input variables to the model and their corresponding values. For an

explanation of input variables, see Table 2

Symbol Reference Vegetation type Input variables

HE (Cruz et al. 2010) Semiarid heath U10, Ms, PCS

MH1 (McCaw 1997) Mallee–heath U2, Mdl, Ms

MH2 (Cruz et al. 2010) Semiarid mallee–heath U10, Ms, PCS, Ho

MH3 (Cruz et al. 2010) Semiarid mallee–heath U10, Ms, FHS, Ho

SH (Catchpole et al. 1998) Shrubland U2, Hv

HG (Burrows et al. 2009) Spinifex U2, Mp, FLS

McA (McArthur 1967; Noble et al. 1980; Sirakoff 1985) Eucalypt forest/woodland U10, T, RH, DF, FLE

Table 2. The simulation parameters, input variables and fire behaviour models for the AUSTRALIS simulations performed in this study

Baseline values are indicated where relevant

Simulation parameters, input variables and models Symbol Baseline value/model

Cell grid

Cell size (m) 50

Cell connectivity k 8

Meteorological variables

Wind speed measured at 2 m (km h�1) U2

Wind speed measured at 10 m (km h�1) U10 Southern Cross AWS

Wind direction (8) WD As above

Temperature (8C) T As above

Relative humidity (%) RH As above

Drought factor DF 10

Fuel variables

Height of vegetation (m) Hv 1

Height of overstorey (m) Ho 2

Percentage cover score of elevated layer (0–4) PCS 1.5

Fuel hazard score of elevated layer (0–4) FHS 1.5

Suspended dead fuel moisture (%) Ms Table-based estimates from meteorological

inputs (Cruz et al. 2010)

Fuel load of eucalypt woodland (t h�1) FLE 4

Fuel load of spinifex (t h�1) FLS 7

Spinifex profile moisture content (%) Mp 14 (Phase 3A), 18 (other phases)

Fire behaviour and fuel moisture models

Rate of forward spread RoS HE (scrub), McA (woodland)

Length-to-breadth ratio L:B 12 : 1 (scrub), 6 : 1 (woodland)

Slope correction (McArthur 1967; Noble et al. 1980)
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demarcated by the times of the reconstructed time perimeters,

plus an additional ‘unburnt’ category. For example, if ignition
occurred at time zero and three reconstructed perimeters were
recorded at hourly intervals (the third representing the final

perimeter), each cell would be classified as having burnt in hour
1, hour 2 or hour 3, or remained unburnt. Each simulation cell
was then classified into these categories twice: once based on the
fire reconstruction map, and once based on the simulated fire

arrival time. Simulation accuracy was then determined using
Cohen’s kappa coefficient (K) (Congalton and Green 1999) – a
statistical measure of agreement between two geo-spatial data-

sets that has been used previously for assessing the accuracy of
fire spread simulation (Arca et al. 2007), given by:

K ¼
N
Pk

i¼1

xii �
Pk

i¼1

xiþ � xþið Þ

N 2 �Pk

i¼1

xiþ � xþið Þ

where x is the error matrix: xij is the number of simulation cells

where the simulated and reconstructed fires arrive in time period
i and j respectively; xiþ and xþi are the marginal totals of row
i and column i respectively; andN is the total number of samples.

K varies over [–1,1], where K¼ 1 indicates perfect agreement,

K¼ 0 indicates that agreement is due to chance alone and
negative values indicate systematic disagreement. For this
application, perfect agreement would be obtained if the simu-

lated fire resulted in the same final fire perimeter and if each cell
burnt in the same period determined from the reconstructed fire.
The large sample variance for K was calculated using the delta
method (Congalton and Green 1999) and this was used in the

construction of confidence intervals for K values (see ‘Confi-
dence intervals for kappa agreement values’ in the Results).

It is important to note that K as used here gives simulation

accuracy with respect to the reconstructed rather than the actual
behaviour of the fire. In order tominimise inaccuracies resulting
from discrepancy between the actual and reconstructed behav-

iour of the fire, we simulated the phases of the fire that were
reconstructed with the most rigour, which were Phases 1, 2, 3A
and 3B described above. In these phases, fire progression was

reconstructed at a temporal resolution of no less than one
perimeter every 3.5 h.

Results

The reconstructed and simulated fire perimeters are shown for
Phases 1 and 2 (Fig. 4) and Phases 3A and 3B (Fig. 5), at four

Simulated

1500

(a)

(b)

1200 1300 1600 1900

1700

Phase 1 (28 December 2007) kappa � 0.62

Phase 2 (29 December 2007) kappa � 0.49

2030 2359

X

0 2 4 6 8 10
km km km

0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10

0 21 4 6 8 10 0
km km km km

21 4 6 18 10 0 2 4 6 8 10 0 21 4 6 8 10

km

Reconstructed

N

Fig. 4. The progression of the Boorabbin Fire, Western Australia, during Phases 1 and 2 (28–29 December 2007). Comparison

between simulated and reconstructed fire perimeters for (a) Phase 1 at 1500, 1700, 2030 and 2359 hours, and (b) Phase 2 at 1200, 1300,

1600 and 1900 hours. Simulation parameters were the baseline values given in Table 2. The annotations ‘X’ and ‘Y’ are discussed in

the text.
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time points during each phase. Examination of the baseline
simulated vs. reconstructed fire perimeters permits the follow-

ing qualitative assessment.
The distance of the Southern Cross AWS from the fire site

(,75 km) led to some discrepancies in the wind direction. For

example a discrepancy can be inferred from directional differ-
ences between the simulated and reconstructed perimeters for
1500 Phase 1, which represent fire spread unconstrained by fire-
fighting activity (see mark X in Fig. 4). A discrepancy is also

apparent at the beginning of Phase 3B, which led to substantial
over-prediction in the extent of the final fire perimeter (see Z,
Fig. 5). In this case the initial discrepancy was relatively small

but was compounded over the duration of the simulation.
A second source of inaccuracy, apparent at the beginning of
Phase 2, is the initial fire positions. From the reconstruction

report and the reconstructed fire perimeters for Phase 2 (de Mar
2008), it appears that only part of the fire line fully extinguished
during the night and that there were ‘ignitions’ (i.e. fire picking

up from smouldering) in several places between 1200 and 1900
hours the next day, and we assumed a continuous ignition line at
the beginning of the phase. Note that for Phase 2, the final

simulated fire perimeter was similar to the reconstruction;

however, the agreement parameter K penalises the discrepancy

at intermediate fire perimeters, which explains the lower Phase 2
K value compared with Phase 1.

A third source of inaccuracy was the resolution of the
vegetation map. Inspection of the Landsat imagery of the area
showed that some areas of the map marked as eucalypt wood-

landwere interspersedwith heath, and carried fire. Simulation in
these areas under-predicted the extent of fire spread (see Y,
Fig. 4 and 5).

Another major discrepancy between the simulated and

reconstructed fire progression is apparent in Phase 3A and 3B,
where the simulated fire significantly lags the reconstructed fire.
As discussed below, there are multiple possible explanations for

this discrepancy.

Cell size and confidence intervals for agreement
statistic kappa

All the values for the agreement measure (K) given in these
results have a 95% confidence interval of at most þ/� 0.0170.

This value includes variance contributions from two sources, the
first being the large sample variance of K calculated using the
delta method (Congalton and Green 1999). The largest sample
standard deviation for any simulation was 0.00401. The second

source of variance was due to the fact that as AUSTRALIS uses a

Simulated

1230

(a)

(b)

1400 1630

Y

Z

1900

0 1.5 3 6 9 12 15

0 1 2 4

2030

Phase 3B (30 December 2007) kappa � 0.42

Phase 3A (30 December 2007) kappa � 0.33

2045 2100 2359

6 8 10 0 1 2 4 6 8 10
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Fig. 5. The progression of the Boorabbin Fire, Western Australia, during Phases 3A and 3B (30 December 2007). Comparison

between simulated and reconstructed fire perimeters for (a) Phase 3A at 1230, 1400, 1630 and 1900 hours, and (b) Phase 3B at 2030,

2045, 2100 and 2359 hours. The annotations ‘Y’ and ‘Z’ are discussed in the text.
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randomly generated rather than a fixed cell grid, which means
that two simulations made with identical input data may have

varying output (Fig. 6 illustrates this simulation artefact at two
different cell sizes). Variance due to the random cell grids was
estimated by repeating simulations for each fire phase using five

random cell grids (see Table 4); for the standard 50-m cell size
the largest standard deviation was 0.00748. Rather than report
confidence intervals for every tabulated K value, we indicate

values in each table that are not significantly different (at the
95% confidence level) from the highest K value for each phase.

Influence of meteorological variables on
simulation accuracy

The influence of the weather on simulation accuracy was
achieved by systematically varying each meteorological vari-
able from its baseline value (i.e. the observations obtained from

the Southern Cross AWS). The full set of weather variations are
given in Table 5. The effect of each meteorological input series
on simulation accuracy is given in Table 6. As expected,

changes in wind speed and direction have a much greater
influence on simulation accuracy than temperature and humid-
ity. Table 7 shows the level of influence of the four meteoro-

logical variables on simulation accuracy.
The results for Phases 1 and 2 suggest that the baseline

weather series obtained from the Southern Cross AWS was

probably not a major source of error for these phases, which is
consistent with Fig. 4. For Phase 3A, the simulation with the
greatest accuracy occurs under WD – 158. This result is consis-
tent with de Mar’s (2008) analysis that transient westerly winds

occurred during this phase at the fire site and affected the shape
of the perimeters. As the winds observed at the Southern Cross
AWS were northerly, subtracting 158 would compensate by

increasing the westerly component.

Fig. 6. The top row shows three simulations with identical parameters but that use different randomly generated

cell grids. The bottom row uses the same simulation parameters but the cells are five times smaller, againwith three

different random grids.

Table 4. The effect of cell size on mean simulation accuracy (K) and

standard deviation over n5 5 AUSTRALIS simulations

Cell size (m) Phase 1 Phase 2 Phase 3A Phase 3B

50 0.62 (0.006) 0.49 (0.002) 0.33 (0.001) 0.42 (0.008)

100 0.63 (0.007) 0.48 (0.011) 0.34 (0.002) 0.38 (0.004)

250 0.64 (0.006) 0.45 (0.026) 0.33 (0.010) 0.34 (0.008)

500 0.41 (0.061) 0.37 (0.060) 0.31 (0.017) 0.29 (0.027)

750 0.22 (0.069) 0.28 (0.049) 0.29 (0.016) 0.26 (0.014)

Table 5. Meteorological input sensitivity analysis simulation

parameters

Meteorological

variable

Baseline Adjusted meteorological series

Wind speed (km h�1) U10 U10� 5, U10� 10, U10� 15, U10� 20

Wind direction (8) WD WD � 5, WD � 10, WD � 15

Temperature (8C) T T � 5, T � 10, T � 15

Relative humidity (%) RH RH � 5, RH � 10, RH � 15
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In Phase 3B, although the wind direction was clearly incor-
rect at the beginning of the period (see Fig. 5, up to 2100), no
simple uniform alteration of wind direction improved accuracy.

This is because this phase involved a change in wind direction,
so any uniform alteration in wind direction to correct the spread
at the beginning of the phase would also introduce additional

error at the end of the phase and vice versa. In terms of wind

speed, the results are consistentwith thewind speed being under-
estimated by 20 km h�1 during Phases 3A and 3B. We empha-
sise, however, that Fig. 5 makes apparent that the rate of spread

was under-estimated during Phases 3A and 3B, and that variance
in wind speed is just one of several possible explanations.

Influence of vegetation cover on simulation accuracy

In addition to meteorological variables, the rate of forward
spread predicted by the baseline fire behaviour model for the
majority sand-plain heath vegetation depends on an elevated

fuel cover score (PCS) (Gould et al. 2007). This variable mea-
sures the level of canopy cover of the elevated fuel layer within a
5-m radius of a sample point and is a value between 0–4, where 0
indicates that elevated fuel is absent within the 5-m radius and 4

indicates a continuous cover of shrubs.
Table 8 shows that no single PCS value produced the most

accurate simulation under all four phases. Maximum simulation

accuracy was obtained under a low PCS (1.5) for Phases 1 and 2
and high PCS ($3) for Phases 3A and 3B. This bi-modal result
could be due to genuine differences in the PCS of the vegetation

associated with each phase. The fire site had a higher cover of
tamma scrub than heath-scrub: although spatial data on the
distribution of the typeswas not available in the vegetation input

layer, Tamma scrub was present in some areas burnt during
Phase 3B according to (de Mar 2008). Alternatively, the higher
best-fitting PCS values in Phase 3 might be compensating for
inaccuracy in other input variables.

Influence of length-to-breadth ratio on simulation accuracy

The aim of this experiment was to determine an appropriate
length-to-breadth ratio for simulating two-dimensional fire

Table 6. The effect of uncertainty inmeteorological input series on the

accuracy (K) values for simulations

The bold typeface indicates the highest accuracy for each phase

Meteorological series Phase 1 Phase 2 Phase 3A Phase 3B

Wind speed

U10 – 20 0.00 0.04 0.19 0.25

U10 – 15 0.14 0.32 0.24 0.29

U10 – 10 0.34 0.38 0.28 0.33

U10 – 5 0.63 0.46 0.31 0.37

U10 0.62* 0.49 0.33 0.42

U10 þ 5 0.52 0.44 0.36 0.49

U10 þ 10 0.43 0.39 0.38 0.53

U10 þ 15 0.39 0.36 0.40 0.55

U10 þ 20 0.35 0.34 0.44 0.58

Wind direction

WD – 15 0.23 0.31 0.47 0.41*

WD – 10 0.33 0.36 0.43 0.41*

WD – 5 0.51 0.43 0.38 0.42*

WD 0.62 0.49 0.33 0.42

WD þ 5 0.59 0.40 0.29 0.41*

WD þ 10 0.37 0.31 0.25 0.40

WD þ 15 0.23 0.33 0.22 0.38

Temperature

T – 15 0.67* 0.33 0.31 0.36

T – 10 0.68 0.48* 0.32 0.38

T – 5 0.66* 0.48* 0.33* 0.39

T 0.62 0.49 0.33* 0.42

T þ 5 0.59 0.47 0.33 0.44*

T þ 10 0.60 0.46 0.33* 0.45*

T þ 15 0.59 0.46 0.33* 0.46

Relative humidity

RH - 15 0.44 0.41 0.33* 0.52

RH - 10 0.51 0.45 0.33* 0.50*

RH - 5 0.57 0.47 0.33 0.48

RH 0.62 0.49 0.33* 0.42

RH þ 5 0.67* 0.49* 0.30 0.38

RH þ 10 0.68 0.48* 0.30 0.36

RH þ 15 0.63 0.48* 0.29 0.34

*not significantly different from the highest accuracy at the 95% confidence

level.

Table 7. Summary of the effect of uncertainty in meteorological input variables on the range accuracy (K) values of simulations

The accuracy range for each meteorological variable is given as the difference between the maximum and minimum accuracy obtained (single figure) and the

corresponding range (in parenthesis)

Meteorological series Phase 1 Phase 2 Phase 3A Phase 3B

Wind speed 0.63 (0.00–0.63) 0.45 (0.04–0.49) 0.25 (0.19–0.44) 0.33 (0.25–0.58)

Wind direction 0.39 (0.23–0.62) 0.18 (0.31–0.49) 0.26 (0.22–0.47) 0.05 (0.38–0.42)

Temperature 0.09 (0.59–0.68) 0.16 (0.33–0.49) 0.02 (0.31–0.33) 0.10 (0.36–0.46)

Relative humidity 0.24 (0.44–0.68) 0.08 (0.41–0.49) 0.04 (0.29–0.33) 0.18 (0.34–0.52)

Table 8. Accuracy (K) of four simulated phases of the Boorabbin Fire,

using alternative percentage cover scores (PCS)

The greatest K value for each phase is shown in bold font

PCS Phase 1 Phase 2 Phase 3A Phase 3B

1 0.41 0.40 0.27 0.31

1.5 0.62 0.49 0.33 0.42

2 0.44 0.40 0.38 0.55

2.5 0.35 0.34 0.46 0.57*

3 0.29 0.30 0.50 0.58

3.5 0.25 0.28 0.53 0.55

4 0.21 0.25 0.54 0.51

*not significantly different from the highest accuracy at the 95% confidence

level.
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spread in the sand-plain heath of the fire site, as there are no
published fire shape behaviour models suitable for the discon-
tinuous vegetation similar to that found there. In discontinuous

heathland, two-dimensional fire spread from a point source
would be expected to have a narrow, ‘cigar-like’ shape
(M. Cruz, pers. comm.), as the discontinuity of the vegetation

would constrain fire spread on the flanks. Thus, relatively high
length-to-breadth ratios of 6 : 1, 9 : 1, 12 : 1 and 15 : 1 were
evaluated. As length-to-breadth relationships are in general

known to depend on wind speed, a wind speed-dependent ratio
(Luke and McArthur 1978; Cheney and Sullivan 2008) with
simple modifications was also evaluated. The modifications
increased the ratio by 4 and 8 to account for the narrow shapes

expected under discontinuous fuel.
Table 9 reveals that the effect of length-to-breadth ratio on

simulation accuracy was bi-modal, with accuracy improving as

the ratio increased for Phases 1 and 2, whereas the inverse was
observed for Phases 3A and 3B. For Phases 1 and 2 the
calculated accuracy (K) and inspection of Fig. 4 indicates that

a length-to-breadth ratio of at least 12 : 1 is an appropriate fire
shape ratio for this vegetation type under these weather condi-
tions. Phases 3A and 3B are difficult to interpret due to

uncertainty in other factors. It may be the case that the lower
length-to-breadth ratios were preferred because they compen-
sated for discrepancies in wind direction that seem to have been
present in Phase 3, by generating additional lateral spread in a

westerly direction; however, this is highly speculative.

Influence of fire behaviour model on simulation accuracy

The aim of this experiment was to verify that the semiarid heath

fire behaviour model HE (Cruz et al. 2010) is an appropriate
model for predicting rate of spread in the sand-plain heath of the
fire site; results are shown in Table 10.

The study found that over the initial two phases for which the
weather data seem most reliable, the most accurate fire spread
predictions were made by the HE and HG FBMs. This result

affirms the common sense practise of selecting amodel based on
the characteristics of the fire site vegetation and suggests that
HE is a satisfactory model for the sand-plain heath vegetation of
the fire site for non-extreme fire danger conditions.

For Phases 3A and 3B, themallee–heath modelMH1 scored
the highest accuracy. Although it is possible that the mallee–
heath models better predict rate of spread compared with the

HE model under the strong wind conditions of Phase 3, the
potential discrepancies in the weather and vegetation (PCS)
data discussed previously mean that this conclusion is highly

uncertain.

Discussion

Evaluation of the AUSTRALIS fire simulation system

This fire spread simulator validation case study has allowed us

to draw several conclusions about the AUSTRALIS simulator as
applied to the 2007 Boorabbin Fire in WA.

The 50-m cell spacing at which the simulations in this study

were performedwas of sufficiently small size that the AUSTRALIS

randomgrid generation did not play any part in the analysis, with
any effects being smaller than any other sources of inaccuracy
considered. Although this cell spacing resulted in simulations

using,110 000 cells, each simulationwas completed in,3min
on a PC computer, which made tractable the extensive sensi-
tivity analyses performed in this study.

As expected, variance in wind data (speed and direction)
contributed most to variance in simulation output. Variation of
temperature, relative humidity, fuel characteristics, fire behav-

iour model and fire shape model (length-to-breadth ratio) also
caused variation in simulation output, although to a lesser
degree. The study indicates that differences between the actual
fire ground weather and the weather recorded from the nearest

weather station (75 km distant from the fire) may be a major
source of simulation error. The availability of gridded weather
forecasts, which have recently been made available from the

Bureau of Meteorology in Australia at a 12-km resolution, may
improve this situation; however, no archived datawere available
for this study.

The simulated fire progression in Phases 1 and 2 was
consistent with the input data and fire behaviour model being
broadly accurate. In these phases, the largest mismatches

between simulated and reconstructed fire progression could be
clearly attributed to inaccuracies in the vegetationmap or choice
of initial fire location at the start of the simulation. In Phases 3A
and 3B, which occurred in extreme fire danger conditions and

with identifiable inaccuracies in wind direction, simulation

Table 9. Accuracy (K) of four simulated phases of the Boorabbin Fire,

when simulated under several fire shape behaviour models

The greatest K value for each phase is shown in bold font

Phase 1 Phase 2 Phase 3A Phase 3B

Fixed L : B

6 : 1 0.52 0.43 0.36 0.44

9 : 1 0.58 0.47 0.34 0.43*

12 : 1 0.62 0.49* 0.33 0.42*

15 : 1 0.64 0.49 0.33 0.41

Grassland L : B

þ0 : 0 0.48 0.39 0.36 0.44*

þ4 : 0 0.58 0.46 0.34 0.43*

þ8 : 0 0.63* 0.49* 0.33 0.42

*not significantly different from the highest accuracy at the 95% confidence

level.

Table 10. Accuracy (K) of four simulated phases of the Boorabbin

Fire, when simulated with alternative fire behaviour models

The greatest K value for each phase is shown in bold font

RoS model Phase 1 Phase 2 Phase 3A Phase 3B

HE 0.62 0.49* 0.33 0.42

MH1 0.31 0.49* 0.49 0.56

MH2 0.50 0.45 0.36 0.54

MH3 0.45 0.43 0.38 0.56*

SH 0.47 0.42 0.21 0.37

HG 0.60* 0.49 0.33 0.53

*not significantly different from the highest accuracy at the 95% confidence

level.
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accuracy was lower and exhibited under-prediction of the
head fire rate of spread. This suggests a problem with inaccura-
cies in at least one of wind speed, vegetation data (PCS) or fire

behaviour model; however, the source of the inaccuracy could
not be resolved with the available data. The under-prediction
of rates of spread in extreme conditions by FBMs that are

derived from experimental fires in more benign conditions is a
known and ongoing problem. In principle, simulation studies
such as this onemight be able to supply additional data points for

extreme fires; however, this would only be possible where
weather and fuel variables have been very accurately
characterised.

Of the existing Australian FBMs, the semiarid heath model

of (Cruz et al. 2010) with a 12 : 1 length-to-breadth fire shape
ratio was found to be the most suitable for the sand-plain heath
present in the fire area, under non-extreme conditions.

We believe the level of accuracy demonstrated by the
simulations in Figs 4 and 5 is sufficient to make some contribu-
tion to fire management. Although there are large inaccuracies

in some phases, the most relevant consideration is how simula-
tion outputs compare to whatever fire spread prediction meth-

odology is currently in use, both in terms of accuracy and

timeliness. Where fire spread simulation is not used, fire spread
prediction is a manual process involving looking up rate-of-
spread tables for particular fuel types. In the case of AUSTRALIS,
the FBMs and vegetation maps are the same as those currently

used in WA; AUSTRALIS is essentially automating a process that
was (at the time of the Boorabbin Fire) performed by hand using
paper maps, fire behaviour model tables and calculators.

Validation technique

The fire simulator validation technique used in this study has
several distinctive features, each of which has advantages and

limitations compared with alternative approaches to simulator
validation. The comparison of simulated spread with recon-
structions of historical fires may be compared to validation

based on experimental fires. Experimental fires have the
advantage that high-quality data may be extracted in real time:
weather data can be gathered directly at the time and place of the
fire, the fuel burnt can be sampled andmeasured beforehand and

the entire progress of the fire front can be recorded readily. The
disadvantage of experimental fires is that costs limit the number
and size of fires that can be made; and the need for safety means

that experimental fires cannot be started in extreme conditions –
those for which field data are the most valuable. In contrast,
wildfire studies are not limited to small fires in benign condi-

tions; however, the ability to draw conclusions may be limited
by the availability of reliable data.

In this study, the quantitative accuracy measure K has been
used to compare simulations of different phases of a fire, and

also to compare simulations using alternative parameter set-
tings. This measure could also be used for comparing simulator
accuracy on other fires, or for comparing simulators (on the

same fire). However, a protocol for calculating Kwould need to
be standardised to ensure that results could be meaningfully
compared. For example, as noted by Finney (Finney 2000) and

Filippi et al. (Filippi et al. 2014), the Kmeasure for a particular
simulation and a particular set of reconstructed fire perimeters

will vary depending on the size of the unburnt area surrounding
the fire that is included in the analysis, as this will count as area
correctly predicted as ‘never burnt’. If such a standardised

protocol were developed, the attainment of at least some mini-
mum score on a wide range of fires might be used as a necessary
(but not sufficient) requirement for adoption of a simulator in an

operational setting.
One very important point that should be stressed is that no

single validation study is sufficient to establish the validity of a

fire simulation system. Even if the AUSTRALIS simulator had
perfectly reproduced each of the phases of the Boorabbin Fire,
this would constitute only evidence for validity that should
increase the confidence in the system for similar fires – not

proof of validity. We believe that only the cumulative results of
similar analyses (which are ongoing with AUSTRALIS) will build
up a picture of the predictive capabilities and limitations of a

system. This time-consuming task is predicated on the avail-
ability of high-quality data from historical fires and motivates
presentation of this validation technique.

Conclusion

The very features that make it difficult to validate the perfor-
mance and accuracy of computer simulation of wildfire spread

are exactly those that affect the use of such simulation tech-
nology ‘in the field’. As well as conducting simulation model
validation using historical fire data, there is a pressing need to

collect accurate fire data during active wildfires, rather than
conducting analysis after the event. Such data gathering efforts
include regular fire front mapping coupled with the recording of

fire ground weather conditions. Together with consolidated
Geographic Information System (GIS) data, fuel types, fuel load
and the development of FBMs that are experimentally calibrated
for extreme fires, these data will facilitate (1) simulator and fire

behaviour model validation studies attaining a level of rigour
that could not be achieved in the study presented here, and
(2) more accurate prediction of ‘live’ wildfires, which currently

may be compromised by source data quality. Fire and land
management agencies are to be encouraged to address these
data issues.
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